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Abstract—Social network analysis has attracted much attention in 

today’s world. Link prediction is major issue of Social network 

analysis. Large systems that illustrate connectivity between millions 

of social units are known as social networks. One of the key research 

areas in social network analysis is the study of their patterning. It 

involves the link prediction problem, which is the prediction of future 

relationships between unlinked node. There are different features in a 

social network that can be used for link prediction. The feature 

extraction step is one of the most crucial phases in the model for 

predicting the no existing links. Machine learning techniques have 

recently been discovered to be a good contender for solving the link 

prediction problem in social network analysis. In this paper, we 

attempt to propose the supervised link prediction approach with 

improved structural features. Our contribution considers a set of 

topological features and Node2Vec for training the supervised 

machine learning classifiers. The standard evaluation metrics such 

as accuracy, AUC, precision and F-measures have been used for 

validation purpose. The experimental results indicate that the 

combination of topological features and node2Vec generates the best 

performances.  

 

Keywords—Social network Analysis, Link prediction, Social network, 

supervised learning, topological features, Node2Vec. 

I. INTRODUCTION  

In the last decade, Social Network Analysis (SNA) is a broad 

field of research dealing with techniques and strategies for the 

study and analysis of social network. Social network is a 

popular way to model the interaction among the people in a 

group or community. It can be represented by graph where 

node represents a user and edges represent relationship among 

various users. Due to the enormous growth and dynamics of 

social networks, social network analysis (SNA) has attracted 

significant attention in recent years. Social network analysis is 

in depth analysis of social networks. SNA allows us to analyze 

and determine the relations between the nodes (people, 

groups, organizations, etc) and many other connected entities 

which provide some knowledge and information. In particular, 

link prediction is the current trend to analyze the social 

network, which exploits existing networks information, like 

the characteristics of the nodes and edges to predict the 

potential links to be formed in the future. The problem of link 

prediction in graphs is one of the most interesting challenges. 

Link prediction is a process of predicting future connections 

among entities in the graph based on existing connections. 

Applications of link prediction include discovering 

interactions between proteins in bioinformatics [1], creation of 

the recommendation system for electronic commerce [2,3], 

prediction of transportation networks [4], forecasting the 

behavior of terrorism campaigns and social bots [5], and so 

on. Due to wide range of application in different areas, link 

prediction problem has attracted more attention for the 

researchers. Many link prediction algorithms have been 

proposed to solve this problem. There are various successful 

approaches on link prediction analysis in social networks. For 

example, the authors in [6] proposed the taxonomy of link 

prediction in social networks. They extensively studied the art 

of link prediction approaches. Figure 1 illustrates the different 

approaches of link prediction in social networks. According to 

the link prediction taxonomy, the approaches can be classified 

under four main categories: similarity, probabilistic, 

algorithmic and hybrid. The first one called “Similarity 

approaches” is based on the assumption that a node pair with 

higher similarity score is assumed to establish a link in the 

future. These approaches can be investigated under three main 

categories: local, quasi-local, and global approaches [7,8]. 

Next, the Probabilistic approaches are based on statistical 

probability model that fits with the network structure. The 

model, specified with parameters, computes a mathematical 

statistic to produce a probability value for each pair of nodes. 

Several probabilistic models have been proposed in the 

literature to predict missing links in the networks [9,10]. 

Algorithmic approaches are another high performance 

approach that is widely explored among researchers in the link 

prediction literature [11-15]. The algorithmic approaches often 

use extra information from the network and consider other 

factors that affect link formation. The Hybrid approaches are a 

combination of two approaches to predict future links. For 

instance, when a similarity approach is combined with an 

algorithmic approach or vice versa [16,17]. 

In the recent years, most of the existing works have used 

the supervised learning algorithm based on topological 

features of the network [18,19]. It has been observed from the 

literature that topological features are not enough to capture 

the link information in all the networks. Therefore, predicting 

the links is still challenging. So, it is necessary to obtain a 

prediction approach with high performance. In the present 

paper, we propose an approach of supervised link prediction. 
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The motivation behind the proposed approach is to effectively 

utilize the hybridization of topological information of the 

network and Node2Vec for enhancing the link prediction 

accuracy.  

 

 
Fig. 1. Link prediction approaches 

 

The remainder of this paper is organized as follows: 

Section 2 summarizes the previous works related to link 

prediction in social networks. Section 3 investigates the basic 

theory of link prediction approaches. Section 4 describes the 

proposed approach and presents the implementation part of the 

work. The experimental results and the analysis part have been 

also discussed in this section. The last section presents 

conclusion and future work. 

II. RELATED WORKS  

Link prediction problem is found to be one of the broad 

areas for researchers in the recent years. Due to its importance 

in social network analysis, several techniques are adopted by 

many authors to solve the link prediction problem, but still 

there is a scope to improve the previous approaches. In the 

field of link prediction, the first one introduced by Liben-

Nowell and al. [20], where the authors observed that the 

topological features in greatly effective for predicting future 

link in the network. Subsequently, Deylami and al. [21] 

extended the survey by considering community information 

for improve the performance of similarity-based link 

prediction methods. However, the result shows that the 

information of communities often increases the efficiency and 

accuracy of link prediction. Furthermore, the authors in [22] 

proposed dimensionality reduction to a global based approach 

for link prediction in co-authorship network DBLP. Next, the 

authors in [23] proposed an efficient hybrid approach using 

two similarity-based link prediction methods, common 

neighbors and preferential attachment to improve the 

performance of link prediction. Recently, machine learning is 

one of the emerging solutions to solve link prediction problem 

in social network analysis. In this context, many researchers 

have used supervised machine learning methods for link 

prediction in social network. Pecli and al. [24] applied three 

automatic variables selection strategies on the supervised 

learning approach in link prediction, the result shows that their 

feature selection method improves the efficiency of classifiers. 

Fu and al. [25] have used weighted network and some learning 

models like GBDT, Random Forest (RF) and Support Vector 

Machine (SVM). Butun and Kaya [26] proposed a supervised 

link prediction approach to improve link prediction accuracy 

of Triad Closeness in directed complex networks. 

Rezaeipanah and al. [27] proposed an efficient solution to the 

problem of link prediction in multiplex social network by 

considering two layer social networks. Furthermore, Kumari 

and et al. [28] implemented many supervised link prediction 

algorithms to predict the possibilities of establishing the links 

in future. They have utilized both local and global approaches 

as the features vectors for machine learning model. Malhotra 

Deepanshu and Rinkaj Goyal [29] proposed a novel technique 

to predict the future links in single-layer and multiplex 

networks. They constructed a set of topological features and 

utilize them for the supervised learning approaches. The 

multiplex network makes use of data from many layers to 

increase the algorithm's performance.  

III. BACKGROUND INFORMATION 

In this section, we recall briefly the notion of link 

prediction problem and we introduce some of the useful 

methods for the prediction of nonexistence links, which are 

likely to appear in the future. Similarity-based link prediction 

metrics can be classified into two types: Node-based similarity 

measure and Path-based similarity measure.  

A. Link prediction problem 

Link prediction problem can be defined as a binary 

classification problem, where non-existing links are classified 

as Predicted (P) or Not Predicted (NP). Considering a given 

social network G = (V, E) where V denotes set of users and E 

denotes set of relationships among the users. The objective is 

to find out the label of non-existing links Exy. It can be 

mathematically formulated as below: 

 
Where F is a function used to predict the label through various 

link predictors, L is the binary class label (either P or NP), Exy 

is the non-existence edges between  and . More precisely, 

if there is an snapshot of a social network at time t, the 

purpose of link prediction is to predict the edges that are likely 

to be established in the period between t and t+1 (t < t+1), as 

shown below: 

 
Fig. 2. Example of link prediction 
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B. Similarity Based Methods 

Similarity-based methods are the simplest one in link 

prediction. The basic idea behind these approaches is that the 

similarity score is measured by considering either local or 

global information in the network. According to the 

characteristics of these methods, they can be divided into two 

categories: local similarity-based methods and Global 

similarity-based methods. Here, we present some notations 

that we use in the following definitions: let N(x) and N(y) are 

neighbors set of x and y, and let |N(x)| and |N(y)| are number 

of neighbors of node x and y. 

1) Local similarity-based metrics  

Local similarity-based metrics are based on the 

assumption that, if node pairs have common neighbor 

structures, they will probably form a link in the future. Some 

of the important metrics are identified below: 

- Common Neighbors (CN): The common neighbor 

between a pair of vertices is the length of the set of 

vertices that have a connection to both the given vertices. 

It can be calculated using the equation below: 

CN(x,y)=  
- Jaccard coefficient (JC): the Jaccard index normalizes 

the size of common neighbors by considering the total of 

numbers of shared and non-shared neighbors [30]. It can 

be defined as follows: 

JC (x, y) =  

- Preferential attachment (PA): the preferential attachment 

index calculates the similarity score for each pair of 

nodes using their degree information. It can be computed 

as below: 

PA (x, y) =  
- Adamic Adar (AA): Initially, this method was proposed 

by Adamic and Adar for calculation of the similarity 

between two web pages [31]. It calculates the common 

neighbors by assigning more weight to the neighbor with 

fewer connections. It can be mathematically represented 

as follows: 

AA (x, y) =  

- Resource allocation Index (RA): this metric proposed by 

zhou and al. [32], is very similar to adamic and adar 

index. The Resource Allocation uses the degree 

magnitude instead of logarithmic value. It can be 

calculated as follows: 

RA (x, y) =  

2) Global similarity-based metrics  

The Global similarity-based metrics called “path-based 

methods” use the whole topology of the network to compute 

the similarity between node pairs. Some of the important 

metrics are defined below: 

- Shortest Path: this measure determined the similarity of 

two nodes x and y by takes into account the shortest path 

between x and y, reflecting the expectation that nodes 

with low degrees of separation are likely to interact. 

- Katz measure: the katz index can be considered as a 

variant of the shortest path metric [33]. It counts all paths 

between two nodes and discounts the longer path 

exponentially, and can be calculated as: 

Score ( )=  

where Score(x,y) is the link predicted score using Karz 

measure,  is the small constant value, and pathsl
x;y is the 

set of all paths lengths from x to y. 

- SimRank: the SimRank index computes the similarity 

starting from the hypothesis that two nodes are similar if 

they are connected to similar nodes [34]. It is defined as 

follows: 

 Otherwise 

where Score (x,y) is the similarity score between x and y 

using SimRank,  is the real number lies between 0 to 1. 

C. Supervised Machine Learning Methods 

Machine supervised learning is one of the main paradigms of 

link prediction, which is based on three different approaches: 

the topological structure of the network, the semantic 

similarity among the properties of the vertices, and the 

description of the network behavior by means of probabilistic 

models. In this section, we briefly review the supervised 

machine learning techniques that we use in our experiments. 

- Random Forest (RF):  is one of the most effective 

machine learning algorithms for classification introduced 

by Breiman [35]. Random Forest is composed of 

multiple independent decision trees where every tree 

depends on the random vector distributed among all trees 

in forest. 

- Support vector machine (SVM): is a supervised machine 

learning algorithm that can be used for classification 

learning tasks. This algorithm divides data into classes 

by determining the optimum hyperplane that separates all 

data points in one class from those in the other. 

- K-Nearest Neighbor (KNN): is one of the most used 

learning algorithms proposed by Fix and Hodges [36]. The 

basic assumption of this algorithm is that similar things are 

closer to each other. The distance between the data points 

is calculated mathematically Euclidean measure or any 

other measures. The parameter k depends on the chosen 

number of neighbors. 

- Bagging: is also called as Boostrap Aggregation is one of 

the most famous and successful learning methods. The 

main idea of bagging is to create the various classifiers and 

then combine these classifiers. This method selects some 

classifier algorithms for training data sets process. 

- Light gradient boosting machine (Lightgbm) : is one of 

the most successful machine learning algorithms based on 

Gradient Boosting Decision Tree (GBDT) proposed by 

Microsoft in 2017 [37]. It has the advantages of improved 

faster training efficiency, lower memory usage, higher 

accuracy, and large-scale data processing. This method is 

based on two techniques, namely Gradient-Based oneside 

sampling (GOSS) and Exclusive Feature Bundling (EFB). 
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- Multilayer Perceptron (MLP): is an artificial neural 

network, which consists of three or more layers an input 

and an output layer with one or more hidden layers. MLP 

uses the supervised training method called back 

propagation training. It adjusts the weight values that are 

calculated from input-output mappings and minimize the 

error between the correct output value and the target value. 

IV. MAIN RESULTS  

A. Proposed Approach 

The main intention of this paper is to present a supervised 

approach with some features vectors to solve link prediction 

problem in social network. More precisely, we evaluate the 

effectiveness of supervised learning methods using topological 

features and Node2Vec for link prediction in social network. 

Our goal is to see how effective these features are in terms of 

predicting the future links in a social network. Now, we 

discuss the proposed approach in greater detail to explain its 

working. Here, we use six well-known supervised machine 

learning methods. These methods include Multilayer 

Perceptron (MLP), Support vector machine (SVM), K-Nearest 

Neighbor (KNN), Light gradient boosting machine 

(Lightgbm), Random Forest (RF) and Bagging (Boostrap 

Aggregation). The proposed architecture of the link prediction 

process using the supervised learning algorithms is shown in 

Figure 3. 

 
Fig. 3. Architecture of the proposed approach 

 

In our case, the various steps involved in the link 

prediction process are given as follows: 

Step 1: extract the features vectors from the Facebook dataset. 

Step 2: represents the training of the choosing classifiers. 

Step 3: is the classification process itself in which the new 

links are predicted. 

Step 4: presents the evaluation stage where different metrics 

are used to quantify the efficiency of the classifiers. 

Step 5: consists of the analysis the obtained results. 

B. Implementation 

In this paper, we evaluate the effectiveness of topological 

features and Node2Vec for link prediction in social networks. 

The considered topological features are CN, AA, JC, PA, SP 

and RA. Another effective feature for link prediction is 

Node2Vec algorithm. Here, we attempt to extract the 

mentioned features from the Facebook dataset and construct 

the training dataset and test data. For evaluation purposes, we 

adopted the different evaluation measures like accuracy, AUC, 

Precision and F-measure. 

1) Data set considered 

We used the Facebook dataset in our experiments to 

evaluate the performance of our models. This data was 

provided by Stanford Network Analysis Project (SNAP), it is 

available for download at [38]. Facebook is an undirected and 

unweighted social network that represents user friendship. In 

this network, each user is represented by node and friendship 

is represented by associated link between two nodes. The 

basic parameters of Facebook network include the number of 

nodes, number of edges and average clustering coefficient. 

Table I shows the statistics of the dataset considered. 

 
TABLE I. Data set considered 

Dataset 
Number of 

nodes 

Number of 

edges 

Average clustering 

coefficient 

Facebook 4039 88234 0.6055 

 

The Figure 4 shows the visualization of Facebook dataset 

using NetworkX and MatplotLib. The Graphical 

representation shows the link relationships for all nodes in the 

network. 

 
Fig. 4. Network diagram of Facebook dataset 

 

2) Feature Selection 

In the link prediction problem, a set of features have be 

defined in order to be used in building the classification 

model. It very important to choose the right features for any 

classifier. In our work, we have used two types of features, 

topological features and node embedding features. Here, we 

considered six topological features including Common 

Neighbors (CN), Jaccard coefficient (JC), Preferential 

attachment (PA), Adamic Adar (AA), Resource allocation 

Index (RA) and Shortest Path (SP) as mentioned in section 3. 

We also use Node2Vec as node embedding features, which 

represent an embedding method that transforms networks into 

numerical representations. Node2Vec uses graph embedding 

approach and generates features by simulating biased random 
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walks in a vector representation, and storing each node in a d-

dimensional space according to their features [39]. 

 

3) Performance evaluation Metrics 

In this section, we present the performance measures that we 

use for the evaluation of our models.  

- Accuracy: is defined as the ratio of number of links that are 

correctly classified to the total number of the instances in a 

given dataset. 

- AUC (Area Under Curve): this can be interpreted as the 

probability that a randomly chosen future edge in the test 

graph is given a higher score than a randomly chosen 

nonexistent link in the test graph. Thus, we pick a missing 

link and a non-existent link and compare their scores 

repeatedly. 

- Precision: is the ratio of TP to the summation of TP and 

FP. 

- F-measure: is considered to be the harmonic mean of the 

precision and recall. Here the Recall represents the 

proportion of True Positives that were correctly identified. 

 

Mathematically, the previous measures are illustrated in Table 

II. Some of the notations related to evaluation metrics are 

discussed as below: 

- TP: number of links that are labeled as predicted and also 

actually predicted by the link predictor. 

- FP : number of links that labeled as not to be predicted but 

are being predicted by the link predictor. 

- TN : number of links that are labeled as not to be predicted 

and are actually not predicted by the link predictor. 

- FN : number of links that are labeled as to be predicted and 

are not predicted by the link predictor. 

- n: the number of comparisons.  

- n’: the number of times the future edge has a higher score. 

- n”: the number of times they have the same score. 
 

TABLE II. Evaluation Metrics 

Evaluation metric Mathematical representation 

Accuracy Accuracy =  

AUC AUC =  

Precision Precision =  

F-measure F-measure  

V. EXPERIMENTAL RESULTS AND DISCUSSION 

In this section, we explain how we performed our 

experiments. We also analyze the results obtained from 

practical implementation. All the experiment has been 

performed on a i5 processor having 3.2GHz clock rate. All 

algorithms have been tested in “google colab” environment.  

After preparing our data and extracting our favorite features, 

we applied the supervised learning algorithms to predict the 

links in the Facebook dataset. As mentioned earlier, we 

measured the performance of our models using different 

evaluation metrics. Table III shows the performance of 

different supervised learning models on the training dataset.  

 
TABLE III. Performance of the models on the Training data set 

Model Accuracy AUC Precision F-measure 

MLP 0.993 0.994 0.985 0.990 

SVM 0.948 0.932 0.955 0.919 

KNN 0.949 0.947 0.910 0.925 

Lightgbm 0.909 0.872 0.963 0.849 

RF 0.992 0.985 0.998 0.997 

Bagging 0.988 0.983 0.999 0.982 

 

 

 
Fig. 5. Performance analysis of different link prediction models. 
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From the above results, it observed that all the models, 

except the Lightgbm model have a performance greater than 

90%. Our results show that the MLP model achieved 99% in 

all metrics, and Lightgbm model has the lowest AUC and F-

measure values (0.872 and 0.849 respectively). Next, we 

investigated the performance of different models on our test 

data. The obtained results are summarized in the Table IV. 

Graphical representation of the above described table is shown 

in Figure 5.  
 

TABLE IV. Performance of the models on the Testing dataset 

Model Accuracy AUC Precision F-measure 

MLP 0.942 0.937 0.905 0.915 

SVM 0.937 0.918 0.946 0.902 

KNN 0.923 0.922 0.866 0.890 

Lightgbm 0.881 0.835 0.932 0.797 

RF 0.866 0.807 0.964 0.759 

Bagging 0.852 0.795 0.902 0.738 

 

From the results obtained on the test data set, it can be 

observed that MLP and SVM algorithms provide better scores 

for all evaluation metrics as compared with other supervised 

machine learning algorithms. KNN achieves the best accuracy 

and AUC values around 92%. Although the other models 

(Lightgbm, RF and Bagging) achieve the best precision value 

(0.932, 0.964 and 0.902 respectively). In general, it is 

observed that all the classifiers achieve greater than 80% 

accuracy, AUC and precision scores. This shows that the 

features extracted a wide range of data for the machine 

learning classifier to perform a superior performance. 

Finally, it can be noted from the analysis of link prediction 

results mentioned above that the hybridization of the 

topological features and Node2Vec helps to achieve the better 

performances in link prediction. 

VI. CONCLUSION 

Link prediction is growing as a promising research field in 

the social network analysis domain. It has applications in other 

fields such as ecommerce, information retrieval, 

bioinformatics and recommendation systems. There are 

different features that can be used for the link prediction. Most 

published link prediction methods cannot take into account the 

effect of features on link prediction in social networks. In this 

paper, we suggested an approach of supervised link prediction 

using the topological features and Node2Vec as features 

vectors in social networks. Some of similarity-based methods 

and Node2Vec are considered combinely as features in the 

link prediction of the future link through several machine 

learning models. We evaluated the effectiveness of these 

features for supervised link prediction process in the Facebook 

dataset. Our experiments on supervised link prediction 

revealed satisfactory results and shows better performance as 

compared to the existing link prediction methods [18,19]. 

Based on our experiments, we observed that the combination 

of topological features and Node2Vec is a very effective 

feature for supervised link prediction. Finally, we like to point 

out that the use of these features will provide better 

performance in this regard. As a future work, the proposed 

approach can be extended for link prediction in big social 

networks. Furthermore, the future work should be focused to 

analyze other types of social network features and to examine 

their impact on link prediction. 
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