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Abstract— Social networks have been recently empployed as a 

source of information for event detection, with specific reference to 

road traffic activity congestion and accidents or earthquack 

reporting system. In our paper, we present a real-time detection of 

traffic from Twitter stream analysis. The system fetches tweets from 

Twitter as per a several search criteria; process tweets by applying 

text mining methods; lastly performs the classification of tweets. The 

aim is to assign suitable class label to every tweet, as related with an 

activity of traffic event or not. The traffic detection system or 

framework was utilized for real-time monitoring of several areas of 

the Italian street network, taking into consideration detection of 

traffic events just almost in real time, regularly before online traffic 

news sites. We employed the support vector machine as a 

classification model, furthermore, we accomplished an accuracy 

value of 90.75% by tackling a binar classification issue (traffic 

versus nontraffic tweets). We were also able to discriminate if traffic 

is caused by an external event or not, by solving a multiclass 

classification problem and obtaining  accuracy value of 80.89%. 
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I. INTRODUCTION  

Twitter is malicious tweets containing URLs for spam, 

phishing, and malware distribution. Conventional Twitter 

spam detection schemes utilize account of features such as the 

ratio of tweets containing URLs and the account creation date, 

or relation features in the Twitter graph. These detection 

schemes are in effective against feature fabrications or 

consume much time and resources. Conventional suspicious 

URL detection schemes utilize several features including 

lexical features of URLs, URL redirection, HTML content, 

and dynamic behavior. However, evading techniques such as 

time-based evasion and crawler evasion exist. 

In our paper, we propose an intelligent system, based on 

text mining and machine learning algorithms, for real-time 

detection of traffic events from Twitter stream analysis. The 

system, after a feasibility study, has been designed and 

developed from the ground as an event-driven infrastructure, 

built on a Service Oriented Architecture (SOA). The system 

exploits available technologies based on state-of-the-art 

techniques for text analysis and pattern classification. These 

technologies and techniques have been analyzed, tuned, 

adapted, and integrated in order to build the intelligent system. 

In particular, we present an experimental study, which has 

been performed for determining the most effective among 

different state-of-the-art approaches for text classification. The 

chosen approach was integrated into the final system and used 

for the on-the-field real-time detection of traffic events. 

In the existing system attackers use shortened malicious 

URLs that redirect Twitter users to external attack servers. To 

cope with malicious tweets, several Twitter spam detection 

schemes have been proposed. These schemes can be classified 

into account feature-based, relation feature-based, and 

message feature based schemes. Account feature-based 

schemes use the distinguishing features of spam accounts such 

as the ratio of tweets containing URLs, the account creation 

date, and the number of followers and friends. However, 

malicious users can easily fabricate these account features. 

The relation feature-based schemes rely on more robust 

features that malicious users cannot easily fabricate such as 

the distance and connectivity apparent in the Twitter graph. 

Extracting these relation features from a Twitter graph, 

however, requires a significant amount of time and resources 

as a Twitter graph is tremendous in size. The message feature-

based scheme focused on the lexical features of messages. 

However, spammers can easily change the shape of their 

messages. A number of suspicious URL detection schemes 

have also been introduced.  

With reference to current approaches for using social 

media to extract useful information for event detection, we 

need to distinguish between small-scale events and large-scale 

events. Small-scale events (e.g., traffic, car crashes, fires, or 

local manifestations) usually have a small number of SUMs 

related to them, belong to a precise geographic location, and 

are concentrated in a small time interval. On the other hand, 

large scale events (e.g., earthquakes, tornados, or the election 

of a president) are characterized by a huge number of SUMs, 

and by a wider temporal and geographic coverage. 

Consequently, due to the smaller number of SUMs related to 

small-scale events, small-scale event detection is a non-trivial 

task. Several works in the literature deal with event detection 

from social networks. Many works deal with large-scale event 

detection, and only a few works focus on small-scale event. 

Regarding small-scale event detection, the detection of fires in 

a factory from Twitter stream analysis, by using standard NLP 

techniques and a Naive Bayes (NB) classifier.  

In this project, we focus on a particular small-scale event, 

i.e., road traffic, and we aim to detect and analyze traffic 

events by processing users’ SUMs belonging to a certain area 

and written in the Italian language. To this aim, we propose a 

system able to fetch, elaborate, and classify SUMs as related 

to a road traffic event or not.  
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II. PROPOSED SYSTEM  

We focus on a particular small-scale event, i.e. Road 

traffic, and we aim to detect and analyze traffic events by 

processing users’ SUMs belonging to a certain area and 

written in the Italian language. So that we propose a system 

which will able to fetch, elaborate, and classify SUMs as 

related to a road traffic event or not. The proposed system may 

approach both binary and multi-class classification problems. 

As regards binary classification, we consider traffic-related 

tweets, and tweets not related with traffic.  We use Multi-class 

classification, to split the traffic-related class into two classes, 

namely traffic congestion or crash, and traffic due to external 

event. For this classification we use hash tag principal in our 

system. 

 
Fig. 1. System architecture for traffic detection from Twitter stream analysis. 

III. ALGORITHM  

1) Fetch of SUMs and Pre-Processing 

The first module, “Fetch of SUMs and Pre-processing”, 

extracts raw tweets from the Twitter stream, based on one or 

more search criteria (e.g., geographic coordinates, keywords 

appearing in the text of the twee t). Each fetched raw tweet 

contains: the user id, the timestamp, the geographic 

coordinates, a retweet flag, and the text of the tweet. The text 

may contain additional information, such as hashtags, links, 

mentions, and special characters. 

After the SUMs have been fetched according to the 

specific search criteria, SUMs are pre-processed. In order to 

extract only the text of each raw tweet and remove all meta-

information associated with it; a Regular Expression filter is 

applied. 

2) Elaboration of SUMs 

The second processing module, “Elaboration of SUMs”, is 

devoted to transforming the set of pre-processed SUMs, i.e., a 

set of strings, in a set of numeric vectors to be elaborated by 

the “Classification of SUMs” module. To this aim, some text 

mining techniques are applied in sequence to the pre-

processed SUMs. In the following, the text mining steps 

performed in this module are described in detail:  

a) tokenization is typically the first step of the text mining 

process, and consists in transforming a stream of characters 

into a stream of processing units called tokens e.g., syllables, 

words, or phrases. The tokenizer removes all punctuation 

marks and splits each SUM into tokens corresponding to 

words (bag-of-words representation). At the end of this step, 

each SUMj is represented as the sequence of words contained 

in it. 

b) stop-word filtering consists in eliminating stop-words, i.e., 

words which provide little or no information to the text 

analysis. Common stop-words are articles, conjunctions, 

prepositions, pronouns, etc. Other stop-words are those having 

no statistical significance, that is, those that typically appear 

very often in sentences of the considered language (language-

specific stop-words), or in the set of texts being analyzed 

(domain-specific stop-words), and can therefore be considered 

as noise. 

c) stemming is the process of reducing each word (i.e., token) 

to its stem or root form, by removing its suffix. The purpose of 

this step is to group words with the same theme having closely 

related semantics.  

d) stem filtering consists in reducing the number of stems of 

each SUM. In particular, each SUM is filtered by removing 

from the set of stems the ones not belonging to the set of 

relevant stems.   

e) feature representation consists in building, for each SUM, 

the corresponding vector of numeric features. Indeed, in order 

to classify the SUMs, we have to represent them in the same 

feature space. 

3) Classification of SUMs 

The third module, “Classification of SUMs”, assigns to 

each elaborated SUM a class label related to traffic events. 

Thus, the output of this module is a collection of N labeled 

SUMs. To the aim of labeling each SUM, a classification 

model is employed. The parameters of the classification model 

have been identified during the supervised learning stage. The 

classifier that achieved the most accurate results was finally 

employed for the real time monitoring with the proposed 

traffic detection system. The system continuously monitors a 

specific region and notifies the presence of a traffic event on 

the basis of a set of rules that can be defined by the system 

administrator.  

For example, when the first tweet is recognized as a 

traffic-related tweet, the system may send a warning signal. 

Then, the actual notification of the traffic event may be sent 

after the identification of a certain number of tweets with the 

same label. 

IV. CONCLUSION 

In this paper, we have proposed a system for real-time 

detection of traffic-related events from Twitter stream 

analysis. The system, built on a SOA, is able to fetch and 

classify streams of tweets and to notify the users of the 

presence of traffic events. Furthermore, the system is also able 

to discriminate if a traffic event is due to an external cause, 

such as football match, procession and manifestation, or not. 
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