Abstract—This paper proposes an efficient method based on the steered response power (SRP) technique for sound source localization using microphone array: the SRP-PHAT and MFCC. As compared to the previous SRP technique, the proposed method using MFCC is more efficient in localizing the human speech. The previous method focuses only on the loudest sound source in a given area and such sound source may also contain noises which have high spectral peaks than human speech. The proposed method will recognize the speech through vowel comparison and enhance the speaker speech. And finally by using MFCC feature extraction technique the human speech can be extracted from the noisy environment and this speech signal is used for sound source localization using SRP-PHAT.
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I. INTRODUCTION

Nowadays, the sound source localization (SSL) has become an attractive field of research in human robot interaction. The problem of locating a human speech in space has become an important criterion in this approach. For this reason many investigations has been done in this research area and several alternative approaches have been proposed in the last few decades. Traditionally, the algorithm for the sound source localization begins with the estimation of direction of arrival of sound signals based on time differences at the microphone pairs through generalized cross-correlation with the phase transform. When several microphones are available for the source position estimation, a point in the space can be accurately estimated as source position that satisfies the set of Time Difference of Arrival (TDOA) values by applying SRP-PHAT algorithm.

SRP-PHAT is one of the robust methods used for sound source localization in noisy and reverberant environment. However, the direct use of SRP-PHAT in real life speech application has shown some negative impact on the performance because, the SRP-PHAT steers the microphone array towards the location having the maximum output power. Also the sum of the cross-correlation values for each microphone signal is measured as output power of the beamformer. Hence, for a given location the SRP-PHAT estimates the power of the voice signal by using only the cross correlation values of the input microphone signal. However if the source of noise is having maximum output power, then the noise signal is determined rather than the voice signal.

To handle such problems, higher weights should be assigned to the speech signal rather than the loud noises for this we consider human speech characteristics into account. The scheme that distinguishes human speech from noise is known as voice activity detection (VAD). This scheme utilizes formants present in the human vowels which are distinctive spectrals that are likely to be remained even after the noise has severely corrupted it.

Efficient sound source localization can be performed if we can extract and enhance the human voice signal accurately in all noisy environments. For this SRP-PHAT and VAD method is modified with MEL-frequency extraction technique which can more accurately derive the human voice.

The remainder of this paper is organized as follows description on Steered Response Voice Power (SRVP) based localization in noisy environment is presented in Section II. Section III describes about the proposed method and IV compares between both the localization methods while conclusion closes the paper in Section V.

II. SRVP BASED LOCALIZATION

A. SRP-PHAT

SRP-PHAT based SSL uses an array of N microphones, where the source is given by signal, \( x_n(t) \) received by the n-th microphone at time t, the output, \( y(t, s) \), of the delay-and-sum beamformer is defined as follows:

\[
y(t, s) = \sum_{n=1}^{N} x_n(t + \tau_{n,s})
\]

Where \( \tau_{n,s} \) is the direct time of travel from location s to the n-th microphone. To deal with complex noises, filter-and-sum beamformers using a weighting function may be used in reverberation cases. In the frequency domain, the filter-and-sum version of Eq. 8 can be written as:

\[
Y(\omega, s) = \sum_{n=1}^{N} G_n(\omega)X_n(\omega)e^{j\omega \tau_{n,s}}
\]

Where, are the Fourier transforms of the n-th microphone signal and its associated filter is represented by \( X_n(\omega) \) and \( G_n(\omega) \) respectively. In Equation (2) the microphone signals are phase-aligned by the steering delays and summed after the filter is applied.

The sound source localization algorithm based on the SRP steers the microphone array to focus on each spatial point, s, and for the focused point s one can calculate the output power, \( P(s) \), for the microphone array as follows:

\[
P(s) = \int_{-\pi}^{\pi} |Y(\omega)|^2 d\omega
\]

\[
= (\sum_{n=1}^{N} G_n(\omega)X_n(\omega)e^{j\omega \tau_{n,s}}) (\sum_{n=1}^{N} G_n^*(\omega)X_n^*(\omega)e^{-j\omega \tau_{n,s}}) d\omega
\]

where \( N \) is the dimension of the spectrum. For every registered spectral peak signature the above similarity measurement is computed and the maximum value for the spectral peak energy location \( q \) can be determined as follows:

\[
PVD(Z_q) = \frac{\max_q PVD(Z_q, S)}{P_{\text{max}}(S)}
\]

(7)

The location, \( q \) of the human voice can be determined by following simple linear algorithm

\[
q = \arg \max_q \left( \frac{PVD(Z_q, S)}{P_{\text{max}}(S)} \right)
\]

(8)

Where \( PVD_{\text{max}} \) is the maximum value of \( PVD \) while \( P_{\text{max}} \) is the maximum value of the steered mean output power.

III. SRP-PHAT AND MFCC BASED LOCALIZATION

A. Mel- Frequency Extraction

In this method the mel-frequency extraction technique is applied along with SRP-PHAT algorithm in order to accurately extract and enhance the human speech in noisy environment. The advantage of using mel-frequency scaling in sound source localization is it is very approximate to the frequency response of human auditory system and can be used to capture the important characteristics of speech. The speech extraction and enhancement process can be done using a mel-frequency cepstral coefficient (MFCC) processor. This processing can be explained in five main steps.

1. **Continuous speech**
   - **Frame blocking**
   - **Windowing**
   - **FFT**
   - **Mel Frequency wrapping**
   - **Cepstum**

   Mel cepstrum
   Mel spectrum

   Fig. 1. Block diagram for MFCC processor.

   - In the first step, the continuous speech signal is blocked into frames of \( N \) samples, where the adjacent samples are separated by \( M \) (\( M < N \)).
   - In the next step windowing is performed on each of the individual frame so as to minimize the signal discontinuities at the beginning and end of each frame.
• The third step composed of Fast Fourier Transform, which converts each frames of N samples into frequency domain from time domain.
• The fourth step is called Mel-frequency wrapping, where we compute mels for a given frequency f in Hz by following formula
  \[ \text{mel}(f) = 2595 \times \log_{10}(1 + \frac{f}{700}) \]  
  for simulating the subjective spectrum a filter bank can be used as an approach, one filter for each desired mel-frequency component. The filter bank used here has a triangular band pass frequency response, where the bandwidth and spacing of the filter is determined by a constant mel-frequency interval. The last step converts the log mel spectrum to time domain. The result is known as mel-frequency cepstral coefficient (MFCC).

B. Vector Quantization

Vector quantization (VQ) is used for command identification in our system. VQ is a process of mapping vectors of a large vector space to a finite number of regions in that space. Each region is called a cluster and is represented by its center (called a centroid). A collection of all the centroids make up a codebook. The amount of data is significantly less, since the number of centroids is at least ten times smaller than the number of vectors in the original sample.

This will reduce the amount of computations needed when comparing in later stages. Even though the codebook is smaller than the original sample, it still accurately represents command characteristics. The only difference is that there will be some spectral distortion.

C. Codebook Generation

Since command recognition depends on the generated codebooks, it is important to select an algorithm that will best represent the original sample. There is a well-known algorithm, namely LBG algorithm [Linde, Buzo and Gray, 1980], for clustering a set of L training vectors into a set of M codebook vectors (also known as the binary split algorithm) is used. The algorithm is implemented by the following recursive procedure:

1. Design a 1-vector codebook; this is the centroid of the entire set of training vectors (hence, no iteration is required here).
2. Double the size of the codebook by splitting each current codebook according to the rule: where n varies from 1 to the current size of the codebook, and is the splitting parameter.
3. Nearest-Neighbor Search: for each training vector, find the centroid in the current codebook that is closest (in terms of similarity measurement), and assign that vector to the corresponding cell (associated with the closest centroid). This is done using the K-means iterative algorithm.
4. Centroid Update: update the centroid in each cell using the centroid of the training vectors assigned to that cell.
5. Iteration 1: repeat steps 3 and 4 until the average distance falls below a preset threshold
6. Iteration 2: repeat steps 2, 3, and 4 until a codebook of size is reached.

Intuitively, the LBG algorithm designs an M-vector codebook in stages. It starts first by designing a 1-vector codebook, then uses a splitting technique on the codewords to initialize the search for a 2-vector codebook, and continues the splitting process until the desired M-vector codebook is obtained. In the recognition phase the features of unknown command are extracted and represented by a sequence of feature vectors \{x1… x_n\}. Each feature vector in the sequence X is compared with all the stored codewords in codebook and the codeword with the minimum distance from the feature vectors is selected as proposed command. For each codebook a distance measure is computed, and the command with the lowest distance is chosen.

D. Direction of arrival

We know that the near field situation, the microphones are situated very close to the acoustic effective source and in the same time for the element of microphone array, there are M directions of arrival which is commonly used in DOA (Direction of Arrival). Each and every DOA is the direct path from the microphones point to the acoustic source. Mathematically, we can express the full process by a point on the unit vector expression.

\[ \hat{d}_m = \frac{\hat{d}_m - \hat{d}_s}{||\hat{d}_m - \hat{d}_s||} \]
Where \( m = 1, 2, 3 \ldots M \).

In far field condition, we know that the microphones are located far away from the acoustic sources and all microphones in the array design maintained the same Direction of arrival (DOA), which is commonly chosen as the path of the system from the origin of the array design to the active acoustic source. We can express the full process mathematically, where the origin is expressed as \( O \) in the coordinate system.

\[
\mathbf{D}_m = \frac{d_o - d_m}{d_o - d_a}
\]

(12)

In this process, we can express the Direction of Arrival (DOA) through the standard Azimuth Angle and the Elevation Angle. In this angle measurement, we can express it educationally in the following way

\[
\mathbf{d}_o' = \left( \frac{\cos \theta}{\sin \theta} \right)
\]

(13)

In the far filed condition, the distance or the range between the microphone array and the effective acoustic source cannot be determined in the acoustic source localization problems. The Direction of Arrival is the only spatial information about the Source.

IV. COMPARISON BETWEEN SRP-PHAT BASED SSL AND SRP-PHAT AND MFCC BASED SSL

The comparison between these two methods is done based on the peak signal to noise ratio (PSNR), otherwise known as PSNR it is the ratio between the maximum possible power of a signal and the power of corrupting noise that affects the fidelity of its representation. PSNR is most easily defined via mean squared error (MSE). Given a noiseless m×n monochrome image \( I \) and its noisy approximation \( K \), MSE is defined as,

\[
\text{MSE} = \frac{1}{mn} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} [I(i, j) - k(i, j)]^2
\]

The PSNR value in DB is defined as:

\[
\text{PSNR} = 10 \log_{10} \left( \frac{\text{MAX}_I}{\text{MSE}} \right) - 20 \log_{10} \left( \frac{\text{MAX}_I}{\text{MSE}} \right) - 10 \log_{10} \left( \frac{\text{MSE}}{\text{MAX}_I} \right)
\]

(14)
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**TABLE I.** PSNR value obtained for both methods at various noisy environment.

<table>
<thead>
<tr>
<th>PSNR values obtained for SRP-PHAT</th>
<th>PSNR values obtained for enhanced MFCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>65</td>
</tr>
<tr>
<td>61</td>
<td>67</td>
</tr>
<tr>
<td>65</td>
<td>72</td>
</tr>
<tr>
<td>68</td>
<td>76</td>
</tr>
<tr>
<td>71</td>
<td>80</td>
</tr>
<tr>
<td>73</td>
<td>84</td>
</tr>
<tr>
<td>77</td>
<td>88</td>
</tr>
<tr>
<td>81</td>
<td>92</td>
</tr>
<tr>
<td>82</td>
<td>96</td>
</tr>
<tr>
<td>88</td>
<td>100</td>
</tr>
</tbody>
</table>

V. CONCLUSION

Especially under the higher noise conditions, spoken languages in real environments where speech and noise can occur simultaneously. Computation of Steered Response Power Phase Transformation (SRP-PHAT) is important to localize the active sound source. The increase in the accuracy of sound source localization allows location-based interactions between the user and various speech operated devices. The voice similarity of the enhanced signals is computed and combined with the steered response power. The final output is then interpreted as a steered response voice power, and the maximum SRVP location is selected as the speaker location. The computational cost is relatively low because only the top \( n \) best candidate locations are considered for similarity measurements. The method focuses only on vowel sounds, so a possible extension for the proposed method to improve the accuracy of the voice activity detection involves the use of additional features suitable for consonants. Further extraction and enhancement of the speech signal using MFCC helps in accurately locating the sound source.
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